
Cities 118 (2021) 103333

Available online 12 July 2021
0264-2751/© 2021 Elsevier Ltd. All rights reserved.

Human settlement value assessment from a place perspective: Considering 
human dynamics and perceptions in house price modeling 

Yuhao Kang a,b, Fan Zhang b,*, Song Gao a,*, Wenzhe Peng c, Carlo Ratti b 

a Geospatial Data Science Lab, Department of Geography, University of Wisconsin-Madison, WI 53706, United States 
b Senseable City Lab, Massachusetts Institute of Technology, Cambridge, MA 02139, United States 
c Department of Architecture, Massachusetts Institute of Technology, Cambridge, MA 02139, United States   

A R T I C L E  I N F O   

Keywords: 
Hedonic pricing model 
Human dynamics 
Human perception 
Street-view images 
Sense of place 
GeoAI 

A B S T R A C T   

A better formalization of place - where people live, perceive, and interact with others - is crucial for under-
standing socioeconomic environment and human settlement. The widely used hedonic pricing model for houses 
was proposed from the perspective of space, focusing mostly on static house structural information and objective 
built environment factors. However, the value of house settlement is not only determined by its spatial settings, 
but also varies from one place to another with different cultures, human dynamics, human perceptions and social 
interactions. In this work, we introduce a place-oriented hedonic pricing model (P-HPM) that incorporates 
human dynamics and human perceptions of places to understand human settlement. As an empirical study, we 
employ a large volume of house price data in Boston and Los Angeles, including detailed house and locational 
amenity information. Besides, we take the hourly number of visits to places as a proxy of human mobility 
patterns, and obtain human perceptions of places extracted from large-scale street-view images using deep 
learning. The results show that the P-HPM outperformed the traditional HPM significantly in these two cities. 
Moreover, through a geographically weighted regression analysis and the Monte Carlo test, we find that the 
impacts of the proposed place-related variables on house prices are stable across space. Our results provide new 
insights into the assessment of human settlement values by incorporating the role of place using multi-source big 
geo-data.   

1. Introduction 

Place, intertwined with human experience (Couclelis, 1992), is 
usually considered as where people live, perceive and interact with 
others, as pointed out by Tuan (1979) that “space infused with human 
meaning” in geography. Human mobility and perception are two 
important aspects of places. People carry out their everyday movements 
for shopping, working, educational, recreational and many other ac-
tivities at different types of places (Chen et al., 2011; Goodchild, 2011; 
Seamon, 1980). They frame their behaviors by perceiving the world, 
which is coined as “sense of place” (Agnew, 2011; Harrison & Dourish, 
1996). Researchers have argued that by depicting human dynamics and 
their perceptions of the physical settings, they can better understand and 
model the interactions between human and socioeconomic environ-
ments (Jorgensen & Stedman, 2011; Kang et al., 2020b; Liu et al., 2015; 
Shi et al., 2015; Sui & Goodchild, 2011; Xu et al., 2018). 

As a “barometer” of human settlement and economic conditions, the 

research on house price has attracted much attention for decades. The 
hedonic pricing model (HPM) is one of the most widely used approaches 
in modeling housing prices (Rosen, 1974). Its hypothesis is that house 
values are determined by two components, namely housing attributes 
and locational attributes (Champ et al., 2003; Lancaster, 1966). In 
practice, housing attributes refer to the age of houses, the number of 
bedrooms, property area, etc. (Follain & Jimenez, 1985; Sirmans et al., 
2006; Xiao et al., 2017); while locational attributes are represented by 
the accessibility to nearby facilities (hospitals, schools, parks, shops, 
detention basins, etc.) (Lee & Li, 2009; McLeod, 1984; Poudyal et al., 
2009), distance to employment and work place (central business district 
(CBD), labor-market, etc.) (Bishop et al., 2019; Heikkila et al., 1989; 
Osland & Thorsen, 2008), and transportation accessibilities (Debrezion 
et al., 2011; McLeod, 1984). Besides, some research discussed the po-
tential impacts of other factors related to housing attributes and loca-
tional amenities, including education status (Dougherty et al., 2009), 
crime rate (Gibbons & Machin, 2008; Lynch & Rasmussen, 2001), race 
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ratio (Brasington et al., 2015), pollution (Bishop et al., 2019; Hui et al., 
2007; Le Boennec & Salladarré, 2017), aesthetic views (Fu et al., 2019; 
Lindenthal, 2020), and noise (Day et al., 2007; Diao et al., 2016; Hui 
et al., 2007). Overall, the standard HPM has been proved effective and 
achieved great success in considerable fields and empirical studies, from 
real estate economy (Can, 1992; Diao & Ferreira Jr, 2010; Zheng & 
Kahn, 2008), urban planning (Debrezion et al., 2011; Pettit et al., 2020; 
Schläpfer et al., 2015), to policy making (Cebula, 2009; Lai et al., 2017). 

However, the traditional HPM, derived mainly from a spatial 
perspective, may not fully characterize the human settlement compre-
hensively. Specifically, human settlements are only considered as a 
function of housing and locational attributes, which are static and 
objective whereas people's sense of place and place characteristics are 
overlooked (Agnew, 2011; Bishop et al., 2019; Boyd et al., 2015; Isard, 
1956). In fact, the determinants of a house buyer's behavior for choosing 
a living place are not only the property and the physical environment 
settings of the house, but also relying on their unique social experience, 
perception of a place, and the vitality of a place. People live in “home” 
with interactions to their external social and physical environments, 
while not merely the “house” property. The “home” produces the society 
in which we live, while the “house” is only a physical unit of the spatial 
object (Easthope, 2004; Sack, 1997). Human think about the world from 
a place-based perspective. An examination of the social, psychological, 
and emotive meanings for individuals at places in housing studies en-
ables us to gain insights into the people-environment interactions. 
However, all of these place-based aspects have not been examined 
extensively due to the absence of effective metrics and data. 

The emergence of big data and volunteered geographic information 
(VGI) (Goodchild, 2007), along with state-of-the-art computing and 
analyzing techniques, provides new opportunities for capturing and 
depicting human mobility and perceptions of places. Various types of 
data sources have been used in understanding human dynamics. For 
example, by the utilization of taxi GPS data (Tang et al., 2015; Zhu et al., 
2017), cell phone data (Gao, 2015; Kang et al., 2010; Peng et al., 2019; 
Ratti et al., 2006; Xu et al., 2015), and geotagged social media posts (Hu 
& Wang, 2020; Jurdak et al., 2015), researchers are able to capture fine- 
scale spatiotemporal human movement patterns at different places. Such 
information contribute to the global sense of place (Bissell, 2021), and 
can potentially reveal socioeconomic environment, such as land use type 
(Pei et al., 2014), commuting patterns (Yang et al., 2015), and urban 
vibrancy (Jia et al., 2019). Regarding human perceptions of places, 
abundant datasets about geo-tagged photos and street-view images, 
along with advanced machine learning techniques provide opportunities 
to obtain a more complete view about how people feel about the world 
through the analysis of their expressions, sentiments and emotions (Hu 
et al., 2019; Kang et al., 2019), and perceptions from the visual sceneries 
(Zhang et al., 2020; Zhou et al., 2014). The proliferation of the above- 
mentioned researches reveals the significance of embedding place- 
based human-environment interactions in solving socioeconomic prob-
lems and in planning for livable cities from a combination of humanistic 
perspective and using computational approaches. 

To this end, we propose a conceptual framework which characterizes 
human settlement from a place perspective by highlighting people's 
sense of place and human dynamics. A place-oriented hedonic pricing 
model (P-HPM) that follows the conceptual framework is introduced. 
The P-HPM extends the traditional HPM by involving the notion of place 
from two aspects: human mobilities at places and human perceptions of 
places. More specifically, we take the hourly number of people's visits to 
a place as a descriptor of human mobilities, and the perceptual rating 
scores of a place's physical appearance captured in street-view images as 
a proxy of human perceptions. The contribution of this research is 
threefold: First, we propose a conceptual framework for human settle-
ment value assessment from a place perspective, discuss how human 
mobilities and perceptions matter for determining house price 
modeling. Second, we introduce the P-HPM for modeling the house 
prices not only from static and objective perspectives of a property, but 

also by formulating dynamic human movement patterns and subjective 
human perceptions of places based on multi-source big geo-data and 
advanced machine learning approaches. Third, we compare the HPM 
and P-HPM to explore the impacts of place-related variables to illustrate 
how these determinants affect house prices and their spatial stationar-
ities to the house prices. Our research provides humanistic insights into 
integrating place in human settlement value investigation. Such per-
spectives may benefit other fields of study not limited to urban planning, 
geography, and urban economics. 

The remainder of the paper is organized as follows. Section 2 reviews 
the related literature on house price modeling and the understanding of 
human sense of place with big data and deep learning. In Section 3, we 
introduce the proposed framework of characterizing human settlement 
from a place perspective and the P-HPM model. In Section 4, we describe 
the datasets used in this research, including online house information, 
locational amenities, human mobility patterns, and perceptual rating 
metrics extracted from street-view images. Section 5 introduces the 
methods, including the factor analysis, spatial autoregressive model and 
geographically weighted regression (GWR). Section 6 presents the re-
sults of house price prediction in Boston and Los Angeles. We then 
discuss broad implications, policy making takeaways for urban plan-
ning, and limitation of this work and suggestions for future work on 
place-based housing price modeling in Section 7. Finally, we conclude 
this work in Section 8. 

2. Literature review 

2.1. Potential determinants for housing price modeling 

Researchers from multiple domains, including economics, geogra-
phy, urban planning, and policy, have conducted numerous studies on 
how various factors affect the price of properties. As suggested by the 
hedonic model, house prices are determined by housing attributes and 
locational attributes (Bartholomew & Ewing, 2011; Diewert et al., 2015; 
Mulley, 2014; Su et al., 2021). Also, neighborhood physical quality has 
been considered as an important factor on house prices (Hui et al., 
2007). For instance, Freeman (1981) listed a set of environmental at-
tributes that may matter for determining housing prices. Studies have 
shown that certain types of scenery such as ocean, lake, mountain, and 
greenery views (Benson et al., 1998; Luttik, 2000; Panduro & Veie, 
2013; Rodriguez & Sirmans, 1994; Yang et al., 2021), are positively 
associated with housing prices; while other environmental factors such 
as air pollution and noise have negative impacts on property values 
(Chasco & Gallo, 2013; Chattopadhyay, 1999; Espey & Lopez, 2000; 
Harrison Jr & Rubinfeld, 1978; Wilhelmsson, 2000). Though the role of 
place in determining housing prices has been examined in literature, 
these studies mainly focus on the physical part (e.g., locations, and place 
settings) of the place, leaving the subjective part, i.e., sense of place 
underestimated. Human settlement values are seen as combinations 
results of these static and objective variables in these studies, and houses 
only serve as the basic unit to afford those environmental factors. 
Limited clue has been given to the senses and feelings that are evoked by 
the environment at places. Such sense of places, we believe, guide 
human behaviors, affect house buying decisions, may benefit our un-
derstanding of human settlement values following the “people-oriented” 
principle. 

2.2. Understanding human sense of place with big data and deep learning 

Understanding the relationships between people and places and 
examining the processes that shape those relationships are classic topics 
for geographers (Bissell, 2021; Tuan, 1979). Agnew (2011) suggests that 
location, locale, and sense of place are three components of place. Sense of 
place denotes those nebulous human meanings such as subjective feel-
ings and perceptions, and human dynamics that evokes different emo-
tions, experiences, identities attached to the place. Traditionally, in 
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order to explore such relationships, geographers usually rely on ques-
tionnaires and surveys that are labor-intensive and time-consuming 
when conducting cognition experiments (Pliakas et al., 2017). With 
the support of geo-big data and advanced machine learning approaches, 
researchers are able to quantitatively measure the sense of place from 
human dynamics and human perceptions (Shaw & Sui, 2020). For 
example, Zhu et al. (2020) investigated place characteristics with the 
support of human mobility and perceptions at places. Gao et al. (2017) 
assessed the human cognition to different toponyms through multi- 
source social media data. Yao et al. (2019) evaluated human percep-
tions at local places from multiple aspects (e.g., safe, lively, boring). 
Wang et al. (2019) examined the linkages between perceptions and 
mobility. All these studies show potentials of using big data and machine 
learning for understanding human sense of place efficiently. In addition, 
existing studies have also show that big data and machine learning 
techniques may provide valuable insights for property price evaluation 
(Kang, Zhang, Peng, et al., 2020c; Law et al., 2018). Hence, it is possible 
to utilize these emerging data sources and powerful tools into empirical 
studies to support house price modeling and urban planning practices. 

3. Framework 

In this section, we first introduce two perspectives—the conventional 
method mainly from a space-based perspective vs. the proposed method 
from a place-based perspective—for human settlement value assess-
ment. Then, following the conceptual foundations, we introduce a new 
place-oriented hedonic pricing model (P-HPM) which integrates human 
dynamics and human perceptions of place as additions to the traditional 
HPM for human settlement assessment. 

3.1. Conceptual foundations 

The determinants of homebuyer purchasing houses in traditional 
HPM are derived from their willingness to pay for a bundle of house 
characteristics (Lancaster, 1966). According to this, the physical infra-
structure of a house, and the natural and built environments of a 
neighborhood are used for modeling human settlement values (Pred, 
1984; Rosen, 1974). This approach can be seen from a space-based 
perspective where physical measurement matters. 

Here, we argue that people live at “home” - a particular significant 
place located at one's house (Giuliani, 1991) - within which individuals 
experience social, psychological and emotive attachments (Easthope, 
2004; Giuliani, 1991; Sack, 1997). When people buy houses, they are 
looking for a lively place or a neighborhood from which they can 
commute to work conveniently and a place that may enhance their so-
cial relationship or evoke their emotional feeling of home. For decades, 
researchers have differentiated the “house” and “home” from space and 
place respectively (Massey, 1992). Unlike researchers in real estate who 
may only focus on the fixed and measurable attributes, scholars who are 
concerned with home look beyond the house to consider the attached 
social relations and place-based landscapes. An understanding of 
human-environment processes enables practitioners to better explore 
how housing prices fluctuate and how the characteristics of places 
change across space and over time (Easthope, 2004; Pred, 1984; Shaw & 
Sui, 2020). Hence, a place-based perspective that considers how human 
think about the world may extend the traditional method to describe 
human settlement more comprehensively. 

To formalize the linkage between house as a physical locality and 
home as a social and cultural construct, here, we mainly focus on two 
aspects - human dynamics and human perceptions. As a key component 
to the understanding of human dynamics, mobilities - people get to work 
places by a transportation mode, driving to home, or stop by grocery 
stores everyday through the same route - can evoke a unique sense of 
place (Cresswell, 2014; Seamon, 1980). The observed mobility patterns 
of people may reflect how they perceive and use the environment as 
different affordances of a place (Alazzawi et al., 2012;, Harvey et al., 

1990; Scheider & Janowicz, 2014; Zhu et al., 2020). Other consider-
ations of human dynamics may also involve spatial-social networks 
(Shaw & Sui, 2020). Apart from human dynamics, individuals invest 
their considerable emotions triggered by experiences and perceptions of 
environment to their home (Porteous, 1976). People may tend to live in 
a nice place. By watching the various landscapes at places, people have 
different experiences and visions to construct their local and regional 
environments, which can influence their sense of place (Rose, 1995; 
Tuan, 1979). Therefore, the understanding of how people feel about 
their home and their neighborhood may guide us a better learning of the 
value of a house and our human settlement. 

Fig. 1 demonstrates the conceptual framework of human settlement 
assessment from a space-based perspective vs. a place-based perspective. 
The left part denotes the traditional perspective for human settlement 
assessment, which mainly focuses on the housing attributes and loca-
tional attributes; while the right part highlights the human dynamics 
and human perceptions of places. Besides the two, regarding a broader 
scope, we also believe that there could be more dimensions—such as 
social relations attached to a place–can be in the future work. Never-
theless, such an examination of “place” perspective in housing studies 
may help us gain insights into the relationship between a place and its 
economic value. 

3.2. Place-oriented hedonic pricing model 

The standard hedonic pricing model (HPM) is expressed as a multi- 
linear regression model: 

PH = β0 + β1Struc+ β2Loc+ ε (1)  

where PH represents the natural logarithm of estimated housing price, 
Struc denotes the structure attributes of houses, Loc is the locational 
attributes of the neighborhoods, whereas β0, β1, and β2 are corre-
sponding coefficients estimated in the model, and ε is the error term. 

Extending from the classic HPM, here we propose a place-oriented 
hedonic pricing model (P-HPM), where human mobilities at places 
and human perceptions of places are added to the HPM model. The P- 
HPM can be expressed as follows: 

PH = β0 + β1Struc+ β2Loc+ β3Vis+ β4Percep+ ε (2)  

where Vis represents the human visit patterns in places, and Percep refers 
the human perceptions at places. In the rest of this paper, human visit 
pattern-related variables are abbreviated as mobility factors, and human 
perception-related variables as perception factors. 

4. Study area and data 

4.1. Study area and spatial unit 

Considering that factors impacting house prices may vary in different 
regions, we perform our experiments in two different metropolitan 
areas, the Greater Boston Area and the Greater Los Angeles Area 
(thereafter Boston and Los Angeles). The two areas, located at the east 
and west coasts respectively, are two of the most populous regions in the 
United States. These two areas have diverse groups of people, different 
spatial scales (the area of Los Angeles is about four times of that of 
Boston in this study), and different physical settings and urban struc-
tures (e.g., as pointed out by Boeing (2019), Boston has low orientation 
order while Los Angeles has high orientation order, both cities have 
similar network structures). All of these may influence housing market 
characteristics. Given these similarities and differences, conducting ex-
periments at these two cities can assist illustrating the potential gener-
alizability of the proposed model and the significance of the research 
findings. This study adopts census block groups (CBGs) as the spatial 
analysis unit. CBG is one of the fine-resolution geographical units in 
which the United States Census Bureau publishes sample demographics 
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and socioeconomic data. Fig. 2 shows the study area with the road 
networks and mean house price distributions. In total 3964 CBGs at Los 
Angeles, and 944 CBGs at Boston are used in this study. 

4.2. Data 

There are four datasets used in this research: house information, 
locational attributes, human spatiotemporal visit data, and human 
perceptual measurements. House information is collected from an online 
real estate data platform. Locational attributes and human spatiotem-
poral visit data are obtained from a location big data company. Human 
perceptual measurements are extracted from street-view images. The 
first two datasets serve as the controlled variables in traditional HPM, 
while the other two datasets are employed as new independent variables 
that are discussed in the proposed P-HPM. All the aforementioned data 
were retrieved and computed for Boston and Los Angeles separately. 

4.2.1. House attributes 
House information was collected from the website of Redfin,1 which 

is a popular real estate online platform. Seller agents and house owners 
post their house information on the website for sale, with an estimated 
house price provided by the system. The dataset contains the house 
location, the estimated price, and detailed structural characteristics of 
properties such as number of baths, stories, living area, etc. Detailed 
statistics are reported in Table 1. After data cleaning, 108,571 houses in 
Los Angeles and 94,892 houses in Boston remained for the further 
analysis. In Fig. 2A, the yellow dots denote the locations of the houses. 
Fig. 2B demonstrates the average price of the houses in each CBG 
(dollars). 

4.2.2. Locational attributes 
To construct the locational attributes of house properties, we 

retrieved points of interest (POIs) data from the SafeGraph database,2 

which provides detailed information for millions of places in North 
America. For each POI, it contains coordinates and a specific category 
code, which follows the standard rules according to the North American 
Industry Classification System (NAICS).3 The following potential de-
terminants of housing prices are selected and calculated as locational 
amenities based on existing literature, including the distances to the 
nearest schools, universities, natural parks, amusement parks, metro 
stations, and the number of bus stations within certain distance. It 

should be denoted that locational attributes are calculated at the prop-
erty level, and are then aggregated to CBGs. Detailed statistics are re-
ported in Table 1. 

4.2.3. Visiting patterns 
Visiting patterns of CBGs are also retrieved from the SafeGraph 

database. By tracking millions of anonymous mobile phone users' daily 
trajectories, the database provides the aggregated spatiotemporal 
visiting records of CBGs. We retrieved the total number of visits to a 
specific CBG, as well as the hourly visit counts which are represented as 
a 24-dimensional vector to show the dynamic visit patterns of CBGs. 
Considering that the absolute number of visits may vary in different 
CBGs because of the various population density, size of the CBG, etc., the 
ratio of the visits at each hour to the total number of visits are calculated 
as well. Hence, to illustrate the human movement patterns of CBGs, 49 
variables are constructed, which contains the total number of visits, 24 
hourly visits, and 24 ratio of hourly visits. Fig. 3A presents the spatial 
distribution of the total number of visits to different neighborhoods in 
the two cities. 

4.2.4. Human perceptual measurements from street-view images 
Street-view imagery captures the urban physical environment in 

detail from a similar view of human vision (Kang, Zhang, Gao, et al., 
2020b; Liu et al., 2019; Zhang et al., 2019). In this work, we employ 
street-view imagery as the representation of physical settings of a place. 
To obtain human perceptions to street-view images, we train a deep 
convolutional neural network (DCNN) based on a large-scale human- 
image evaluation dataset, and predict the human perceptual scores for a 
large number of street-view images in Boston and Los Angeles using the 
DCNN. 

We collected the street-view images through the Google Street View 
API.4 To do so, a set of geo-referenced sampling points are first gener-
ated along the road network with an interval of 50 m. The road networks 
of Boston and Los Angeles are downloaded from the OpenStreetMap 
(OSM). For each sampling point, we then obtain four street-view images 
facing four directions at a particular location, which can depict the 
physical settings of a neighborhood comprehensively. 

Given one street-view image, the DCNN is expected to output the 
perceptual score (ranging from 1 to 10) of the scene in the image. The 
model is trained based on the MIT Place Pulse5 dataset (Dubey et al., 
2016), which was initially collected through a large-scale online survey. 
On such a web-based platform, participants are asked to compare two 

Fig. 1. Framework: conventional perspective (space-based) for human settlement estimation vs. place-based perspective for human settlement evaluation.  

1 https://www.redfin.com  
2 https://safegraph.com  
3 https://www.naics.com/ 

4 https://developers.google.com/maps/documentation/streetview/intro  
5 https://www.media.mit.edu/projects/place-pulse-1/overview/ 
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street-view images and respond to questions such as “Which place looks 
more safe/beautiful/depressing/lively/wealthy/boring?”. For each 
time, only one perceptual dimension among the six appears in the 
question-answer interface, and users evaluate the images according to 
their perceptual preference by choosing one answer among the three 
options: “the left image”, “equal”, and “the right image”. In each trial, 

two images are randomly sampled from 110,998 street-view images 
collected from 56 cities among 28 countries in 6 continents. Launched 
since 2013 until 2016, more than 80,000 online volunteers have 
participated in the survey and contributed more than one million pair-
wise comparisons. Considering the high diversity and vast volume of the 
image samples, the participants and their responses, we take this dataset 
as human's general perceptual preferences on urban scenes. Then, a deep 
learning model can be trained using this dataset to learn how people 
evaluate an urban scene. 

Detailed description of the model configuration and the training 
process is elaborated in Zhang et al. (2018). The pre-trained DCNN 
model is then used to evaluate the street-view images of Boston and Los 
Angeles with six perceptual dimensions, namely, safe, lively, boring, 
wealthy, depressing and beautiful. Fig. 3C presents the samples of street- 
view image from Boston with different lively scores. Indeed, the content 
and settings of the scenes present their levels of lively, which demon-
strates the effectiveness of the model. 

At CBG level, the perceptual score of each unit is calculated by 
averaging all image-level scores. The reason we utilizes the average 
perceptual score is that the scenery may vary hugely even at a same 
location because of the camera views. An average value can potentially 
reduce the spatial non-stationarity and the standard deviation of scores 
to derive the common perception trend of a place. Fig. 3B shows the 
spatial distribution of average lively scores in Boston and Los Angeles, 
and Fig. 3C depicts sample street-view images with low, medium and 

Fig. 2. Selected datasets and research area in Boston (left) and Los Angeles (right). A. Spatial distribution of houses as well as census block groups. B. Logarithm of 
average house price at each census block group. 
Figure created with the Python library GeoPandas and Matplotlib. 

Table 1 
Detailed statistics for house attributes and locational attributes in Boston and Los 
Angeles.  

Housing attributes Boston Los Angeles 

Mean Standard 
deviation 

Mean Standard 
deviation 

Number of baths  1.7  0.5  1.9  0.7 
Stories  1.7  0.4  1.2  0.3 
House area (m2)  149.1  62.9  146.5  56.2 
Distance to universities 

(m)  
1348.8  1015.8  1427.8  988.4 

Distance to natural parks 
(m)  

746.2  489.2  853.8  482.4 

Distance to amusement 
parks (m)  

1492.0  943.8  2603.1  1570.3 

Distance to metro 
stations (m)  

1353.5  1409.2  4477.7  4334.1 

Number of bus stations 
nearby  

30.8  14.7  17.8  12.8  
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high lively scores, respectively. However, it is worth noting that people 
with different social characteristic information such as gender, race, age, 
and education, may have different sense of place (Pánek et al., 2020). 
The examination of between-group differences in the sense of place 
would require additional individual-level data, which is not available in 

this study. 

Fig. 3. Human visit patterns and perceptions at places: A. Total number of visits to CBGs. B. Average lively score calculated at each CBG. C. Examples of street-view 
images with different lively scores. Left: with low lively score. Medium: with medium lively score. Right: with high lively score. 

Y. Kang et al.                                                                                                                                                                                                                                    



Cities 118 (2021) 103333

7

5. Methods 

5.1. Factor analysis 

High multicollinearity exists among variables in human mobility 
patterns and human perceptions of places because many variables tend 
to be closely correlated. For example, the number of visits to region at a 
specific hour t is highly related to the number at hours t + 1 and t − 1 
(Gao, 2015). Places with beautiful scenery, may also make people feel 
lively and possibly safe. To deal with this issue, we perform the principle 
component analysis (PCA) with varimax rotation on the variables. The 
motivation is that house prices are influenced by a set of latent under-
lying variables, which may be represented as a linear combinations of 
place-related variables. By using PCA, the multicollinearity among 
place-oriented variables will be mitigated and the total number of place- 
related variables will be reduced to a small number of orthometric 
factors. These factors are the actual variables fed into the P-HPM. 

5.2. Spatial autoregressive model 

Socioeconomic variables often fluctuate synchronously over certain 
geographical areas, a phenomenon known as spatial autocorrelation. 
The spatial autocorrelation of house prices has been widely recognized 
in existing literature (Cohen & Coughlin, 2008; Krause & Bitter, 2012; 
Mueller & Loomis, 2008). To model the spatial dependence effect, we 
incorporate spatial autoregressive variables to our proposed P-HPM as a 
comparison. The typical spatial autoregressive lag model takes the 
following form (LeSage, 2015): 

Yi = ρWYi +
∑m

k=1
akXk + εi (3)  

where Yi refers to the natural logarithm of average house price at 
location i; ρ is the coefficient of the spatial autocorrelation; ak indicates 
the regression coefficient for the kth independent variable; Xk refers to 
the kth attribute of location i; m is the total number of attributes; and εi is 
the random error; W is a standardized spatial weight n × n matrix with 
zero diagonal that illustrates the spatial dependence. Here, the spatial 
weight matrix W is measured by the adjacency matrix. Any two 
adjoining regions that are not connected will be assigned with 0 in the 
corresponding element in the weight matrix, and 1 otherwise. By using 
this model, the nearby house values are included into the original 
ordinary-least-squares (OLS) model estimation and spatial dependency 
is augmented. 

5.3. Geographically weighted regression and Monte Carlo simulation 

In addition to spatial autocorrelation on house price that can be 
examined in spatial autoregressive models, we also consider spatial non- 
stationary effect in the P-HMP (Fotheringham et al., 1998). Typically, a 
multi-linear regression model with OLS coefficient estimation is used in 
HPM with the assumption of spatial stationarity, i.e., the relationships 
between house prices and determinants are static. However, such re-
lationships might vary across space, and parameter estimates might 
exhibit significant spatial variations (Cao et al., 2019; Huang et al., 
2010). GWR is designed to model these spatial variations of relation-
ships. In Eq. (4), we present the typical form of a GWR model (Fother-
ingham et al., 2003). 

Yi = α0(ui ,vi) +
∑m

k=1
ak(ui ,vi)Xk(ui ,vi) + εi (4)  

where Yi refers to the natural logarithm of average house price at 
location i with its coordinate to be (ui, vi); α0(ui, vi) denotes the intercept; 
ak(ui, vi) indicates the local regression coefficient for the kth independent 
variable; Xk(ui, vi) refers to the kth attribute of location i; and εi is the 

random error. By using this model, the derived coefficients can measure 
the spatial non-stationarity of impact factors that vary across different 
sub-areas. 

A GWR model usually yields a better performance than an OLS 
model. However, instead of pursuing a higher model performance, in 
this work, the main purpose of using GWR is to test the significance of 
spatial non-stationarity—whether the relationships between house pri-
ces and the place-related variables vary across space. To evaluate the 
significance of the spatial non-stationarity, a Monte Carlo test is usually 
suggested to assess whether the set of local estimators show significant 
spatial variance so that results can be trusted or not. To do so, the 
standard deviation of all parameter estimates can be calculated at first. 
Under the null hypothesis, any permutation of (ui, vi) pairs among the 
geographical sampling location i are equally likely to occur. Second, the 
data is rearranged randomly in space by a large number of times. For 
each rearrangement, the standard deviation of the estimate in a GWR 
can be calculated. Hence, a distribution of the standard deviation of the 
randomization test can be built accordingly. Third, based on the distri-
bution, a significant test can be performed to validate if the observed 
relationship between house price and an explanatory variable is spatial 
non-stationary (Brunsdon et al., 1998). It is important to emphasize that 
GWR and Monte Carlo simulation aim at examining whether effects of 
place-based variables on house prices are spatially stationary while 
spatial autoregressive models, in comparison, aim at taking spatial de-
pendencies of house prices into account to identify the fix effects of 
place-based explanatory variables on house prices. 

6. Results 

In this section, we first present the results of factor analysis, which 
derives efficient components of mobility and perception variables for the 
regression models. Then, the standard hedonic pricing model and the 
proposed place-oriented hedonic pricing model are compared. Finally, 
we explore the spatial-nonstationarity of place-related variables in P- 
HPM. 

6.1. Factor interpretation 

6.1.1. Human mobility factors 
As described in Section 4, for each CBG, a 49-dimensional vector is 

generated to represent the human movement pattern. It contains three 
parts: the total number of visits, 24 hourly visit counts, and the ratio of 
24 hourly visits. Though some meaningful and measurable variables 
such as number of visits at daytime, number of visits at night can be 
used, they may have high multicollinearity. Thus, we conduct factor 
analysis with PCA to reduce the potential multicollinearity to generate 
the human mobility factors. The top principle components from PCA (e. 
g. PC1, PC2, …) are used as factors (e.g. factor 1, factor 2, …) to represent 
the transformed variables in factor analysis. 

As illustrated in Table 2, the values are the correlation coefficients 
between the human mobility variables and the top three principle 
components from PCA (a transformation of the human mobility vari-
ables), indicating how well an original variable can be explained by the 
derived principle components. For instance, the value on the upper-left, 
0.92, is the correlation coefficient between the variable “the total 
number of visits” and the new factor factor 1 for Los Angeles. The last 
row in the table presents the cumulative proportion of the total variation 
that a principle component accounts for. For example, 0.53 indicates by 
only using factor 1 (i.e., PC1), the total variation in the original 49 
features of mobility factors can be explained by 53% for Los Angeles. 
Accordingly, the lower-right corner value, 0.91, means the total varia-
tion can be explained by 91% with the top three principle components 
(factor 1 to factor 3). In other words, there is only a 9% loss in infor-
mation with about 90% reduction in the number of the original mobility 
factors (from 49 to 3), for both Los Angeles and Boston. For interpre-
tation convenience in later regression analysis, several factors are 

Y. Kang et al.                                                                                                                                                                                                                                    



Cities 118 (2021) 103333

8

multiplied with − 1 to get its reverse meaning (such as factor 2 for Los 
Angeles, factor 1 and factor 2 for Boston). Factor loadings with absolute 
values less than 0.40 are suppressed. 

For Los Angeles, factor 1 is positively correlated with the absolute 
number of visits to each CBG (includes the total number of visits and 24 
h hourly visits), while it is negatively correlated with the ratio of 24- 
hour visits. It should be noticed that the absolute number of hourly 
visits from 6:00 to 21:00 as well as the total visit number have higher 
loadings to the first principle component with higher coefficients (larger 
than 0.83), and the ratio of hourly visits from 9 to 15 o'clock have 
negative and smaller loadings as weighted values are greater than − 0.55 
compared with others. Hence, we consider the factor 1 as “visits at 
daytime” for interpretation. Factor 2 has negative loadings on all 49 
mobility pattern vectors originally. To provide a better interpretation, 
all weights are multiplied with − 1 to have positive loadings. The inverse 
factor will only be used and interpreted in later regression analysis. The 

weights of the hourly visits from 20 to 6 o'clock have strong and positive 
connections (with absolute values greater than 0.47) compared with 
other absolute number of visits, and the ratio of hourly visits from 19 to 
6 o'clock and 9 to 11 o'clock also have higher positive loadings (with 
absolute values greater than 0.60). Therefore, factor 2 can be summa-
rized as the “visits at night”. Factor 3 shows that the ratios of hourly 
visits from 9 to 15 o'clock have large positive weights, it may primarily 
describe the “ratio of hourly visits at daytime”. 

In Boston, the case is different. The first principle component (factor 
1) mainly describes the “absolute number of visits” after multiplying 
with − 1. Because the absolute number of visits to each CBG has 
extremely high positive loadings (with all variables' values greater than 
0.90), and the ratio of hourly visits have negative and less loadings (the 
coefficients of all variables are no less than − 0.31). In comparison, the 
second principle component (factor 2) places the largest weights on the 
hourly ratio of visits after multiplying with − 1 while have limited 

Table 2 
Factor loadings of mobility factors. For interpretation convenience, factor loadings with absolute value less than 0.30 are suppressed.  

Mobility Factor 1 Factor 2 Factor 3 

Los Angeles visits at 
daytime 

Bostona absolute 
number of visits 

Los Angelesa visits 
at night 

Bostona ratio of hourly 
visits at night 

Los Angeles ratio of hourly 
visits at daytime 

Boston ratio of hourly 
visits at daytime 

Visit count  0.92  0.94     
0  0.63  0.93  0.61    
1  0.59  0.91  0.63    
2  0.56  0.90  0.65    
3  0.55  0.89  0.67    
4  0.62  0.91  0.66    
5  0.76  0.95  0.59    
6  0.84  0.97  0.48    
7  0.87  0.98     
8  0.88  0.98     
9  0.87  0.98  0.42    
10  0.87  0.98  0.42    
11  0.87  0.98  0.42    
12  0.87  0.98  0.41    
13  0.87  0.98     
14  0.88  0.98     
15  0.88  0.98     
16  0.88  0.98     
17  0.90  0.98     
18  0.90  0.98     
19  0.89  0.98  0.40    
20  0.87  0.98  0.47    
21  0.83  0.97  0.52    
22  0.77  0.96  0.56    
23  0.70  0.95  0.59    
0 Ratio  − 0.70   0.63  0.88   
1 Ratio  − 0.72   0.62  0.89   
2 Ratio  − 0.72   0.62  0.89   
3 Ratio  − 0.72   0.62  0.89   
4 Ratio  − 0.71   0.63  0.89   
5 Ratio  − 0.67   0.64  0.88   
6 Ratio  − 0.65   0.63  0.80   
7 Ratio  − 0.66   0.46  0.67   
8 Ratio  − 0.63   0.52  0.69   
9 Ratio  − 0.53   0.62  0.76  0.43  0.52 
10 Ratio  − 0.45   0.64  0.71  0.52  0.62 
11 Ratio  − 0.41   0.61  0.66  0.59  0.69 
12 Ratio    0.57  0.59  0.64  0.74 
13 Ratio  − 0.42   0.57  0.60  0.63  0.73 
14 Ratio  − 0.49   0.53  0.62  0.61  0.71 
15 Ratio  − 0.55   0.43  0.66  0.53  0.60 
16 Ratio  − 0.64   0.50  0.72   
17 Ratio  − 0.71   0.49  0.69   
18 Ratio  − 0.74   0.53  0.80   
19 Ratio  − 0.71   0.60  0.85   
20 Ratio  − 0.70   0.63  0.88   
21 Ratio  − 0.70   0.63  0.88   
22 Ratio  − 0.68   0.64  0.87   
23 Ratio  − 0.68   0.63  0.87   
Cumulative 

proportion  
0.53  0.49  0.82  0.81  0.91  0.91  

a Factors have multiplied with − 1. 
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connections to the absolute number of visits. Noted that the ratio of 
hourly visits between 7:00 to 17:00 has smaller weights because their 
absolute values are less than 0.76 while others are higher than 0.80, we 
term the “ratio of hourly visits at night” for factor 2. In contrast, factor 3 
has positive high loadings on the ratio of hourly visits between 9 and 15 
o'clock which is similar to the factor 3 of Los Angeles. Therefore, we also 
summarize it as the “ratio of hourly visits at daytime”. 

6.1.2. Human perception factors 
Similarly, we perform PCA on the six dimensional perception vari-

ables (safe, lively, boring, etc). Here, we select top two principle com-
ponents as factors which explain 94% and 98% of total variation in 
original variables of Los Angeles and Boston respectively. Table 3 re-
ports the results of factor loadings of the perception variables with ab-
solute values larger than 0.30. 

The factor analysis in two cities shows a similar trend. The first 
principle component (factor 1) fits common sense with positive high 
loadings on positive perceptions of places, including beautiful, lively, 
safe, and wealthy, while it has negative high loadings on negative per-
ceptions of places like boring and depressing. Therefore, factor 1 pri-
marily describes “positive perception at places”. The second principle 
component (factor 2) leans to the perceptions of lively, beautiful and 
boring places. It has negative high loadings on lively perception and 
positive high loadings on beautiful and boring perceptions, which can 
represent the degree of “unlively” at places. 

6.2. Comparisons between HPM vs. P-HPM 

Considering that house prices might be autocorrelated across space, 
we calculated the global Moran's I statistic (Cliff & Ord, 1981) of house 
prices in both cities. We found that house prices are highly spatially 
autocorrelated with Moran's I 0.86 in Los Angeles and 0.73 in Boston, 
and are statistically significant in both cities. Hence, it is necessary to 
model the spatial dependence in the P-HPM. 

In sum, there are five (spatial) regression models with different in-
dependent variables built in two cities (Los Angeles and Boston) 
respectively: 

Model 1. Standard HPM with housing attributes and locational 
attributes. 
Model 2. P-HPM with added mobility factors only. 
Model 3. P-HPM with added perception factors only. 
Model 4. P-HPM with mobility factors and perception factors 
together. 
Model 5. P-HPM with spatial lag variables. 

Tables 4 and 5 report the results of Los Angeles and Boston 
respectively. 

6.2.1. Hedonic pricing model 
As the baseline model, model 1 presents the effects of housing at-

tributes and location amenities variables on house prices. As expected, 

most of the housing attributes are significantly associated with house 
prices, and closing to a facility (including universities, natural parks in 
both cities, and amusement parks and metro stations in Los Angeles) 
leads to an increase in house prices. In terms of the performance of the 
standard hedonic pricing model, the R2 is 0.684 in Los Angeles and 
0.715 in Boston at the significance level of 0.05, suggesting that the 
HPM model can explain approximately 70% of the variation in house 
price of both cities. The following subsections explore the impacts of 
place-related variables in house prices which consider the Model 1 as the 
baseline. 

6.2.2. Mobility patterns 
Model 2, Model 4, and Model 6 take mobility factors into consider-

ation and present similar impacts. Table 4 reports the model results in 
Los Angeles. The first factor, “visits at daytime”, has a positive effect on 
house prices, indicating that more visitors to a certain CBG at daytime is 
associated with higher house price of the CBG. Factor 2 illustrates the 
“visit numbers at night”. The negative coefficients indicate that more 
visitors to CBGs at night is associated with a lower house price. 
Accordingly, factor 3 demonstrates that a higher ratio of visits at daytime 
will lead to a higher house price. 

According to the results of factor analysis in Boston reported in 
Table 5, factor 1, which represents the “absolute number of visits”, has 

Table 3 
Factor loadings of perception factors.  

Perceptions Factor 1 Factor 2 

Los Angeles Boston Los Angeles Boston 

Positive perceptions at places Unlively 

Beautiful  0.93  0.87  0.31  0.49 
Boring  − 0.91  − 0.90  0.29  0.39 
Depressing  − 0.95  − 0.97   
Lively  0.89  0.80  − 0.39  − 0.59 
Safety  0.97  0.98   
Wealthy  0.96  0.98   
Cumulative proportion  0.88  0.84  0.94  0.98  

Table 4 
Estimation results of the five models in Los Angeles.  

Variable Model 1 Model 2 Model 3 Model 4 Model 5 

Hedonic 
model 

Human 
mobility 

Human 
perception 

Place- 
oriented 
model 

Spatial 
lag 

Intercept  12.828*  12.802*  12.866*  12.866*  6.160* 
Number of 

baths  
0.004  0.009  0.013  0.015  0.010 

Stories  0.009*  0.092*  0.079*  0.078*  − 0.052* 
House area  0.001*  0.001*  0.001*  0.0001*  0.000* 
Distance to 

universities  
− 0.046*  − 0.033*  − 0.038*  − 0.017*  − 0.045* 

Distance to 
natural parks  

− 0.070*  − 0.059*  − 0.063*  − 0.048*  − 0.377* 

Distance to 
amusement 
parks  

− 0.015*  − 0.012*  − 0.012*  − 0.007*  − 0.039 

Distance to 
metro 
stations  

− 0.015*  − 0.015*  − 0.017*  − 0.013*  − 0.096* 

Number of bus 
stations 
nearby  

− 0.008*  − 0.007*  − 0.008*  − 0.008*  − 0.002* 

Human activity 
PC1 (visits at 
daytime)   

0.005*   0.012*  0.005* 

Human activity 
PC2 (visits at 
night)   

− 0.020*   − 0.019*  − 0.007* 

Human activity 
PC3 (ratio of 
hourly visits 
at daytime)   

0.026*   0.026*  0.011* 

Human 
perception 
PC1 (positive 
perceptions 
at places)    

0.030*  0.037*  0.014* 

Human 
perception 
PC2 
(unlively)    

− 0.045*  − 0.070*  − 0.032* 

Spatial lag 
coefficient      

0.514* 

R-squared  0.625*  0.657*  0.645*  0.684*  0.849* 

p values are shown in parentheses. 
* p < 0.05. 
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positive effects on house prices. In other words, the more visitors, the 
higher the house prices. In contrast, factor 2 has negative coefficients on 
house prices. As factor 2 mainly describes the “ratio of hourly visits at 
night”, results suggest that more visitors to CBGs at night means lower 
property values. Factor 3 indicates “ratio of hourly visits at daytime” and 
has positive coefficients. It means that high hourly ratio of visits at 
daytime have positive effects on house prices, while high hourly ratio of 
visits at night have negative impacts on house prices in Boston. 

Overall, the results of mobility factors show that the number of visits 
to places is positively associated with the average house prices. In terms 
of time periods, the visits at daytime have positive effects on house 
prices; however, interestingly, more visits at night may have negative 
influences on house prices. It might because more visits at daytime 
reflect prosperous economic activities which have positive effects on 
house prices, while more night-time visits might be associated to 
nightlife and potentially increased crime rates which may have a 
negative impact on house prices (Gibbons, 2004). 

6.2.3. Human perceptions at places 
Model 3 and Model 4 involve human perception factors. Tables 4 and 

5 show the coefficients of the five human perception-related loading 
factors and demonstrate their impacts on house prices. Since the factor 1 
indicates people's “positive perception”, including beautiful, lively, safe 
and wealthy, it has positive correlation with house price, which is 
consistent with the sense that positive perceptions contribute to the 
house prices positively. The factor 2 of human perception, which is 
indeed the representation of “unlively”, is negatively correlated with 
house prices. It suggests that people tend to pay more for houses at CBGs 
with feelings of lively. In sum, CBGs with physical environment making 
people feel beautiful, lively, safe and wealthy show positive impacts on 
house prices significantly and vice-versa. 

6.2.4. Overall comparison 
In terms of the goodness-of-fit, our proposed model outperforms the 

traditional HPM with an increase of R2 from 0.625 to 0.684 for Los 
Angeles and from 0.641 to 0.715 for Boston. When considering the 
spatial dependence into the model, there is no significant difference 
between the conclusions inferred from the Model 4 (using OLS) and the 
Model 5 (using spatial lag model), while the goodness-of-fit score in-
creases significantly from 0.684 to 0.849 in Los Angeles and from 0.715 
to 0.854 in Boston. It can be inferred that modeling spatial dependence 
can improve the prediction performance of human settlement valuation. 
Basically, all place-based variables' coefficients are statistically signifi-
cant with p-value at 0.05 level. By controlling the housing and locational 
variables, place-related factors are indeed associated with property 
values. 

6.3. Geographically weighted regression 

To test whether the effects of variables to house prices are spatially 
stationary, we perform GWR and calculate the significance of the esti-
mated coefficients through a Monte Carlo test. In detail, we perform the 
experiment 100 times which include 99 random perturbations of the 
data in space and one for the actual spatial arrangements of the data. 

The p-values of all coefficients are reported in Table 6. The results 
show that the p-values of several locational attributes (e.g., distance to 
amusement parks and distance to metro stations) are smaller than 0.05; 
in comparison, the p-values of housing attributes, mobility factors and 
perception factors are larger than 0.05. This indicates that relationships 
between the locational variables used in traditional HPM and house 
price vary largely from place to place, and it is necessary to model the 
spatial heterogeneity of these variables. Nevertheless, the relationships 
between human mobility and perception factors, and house prices don't 

Table 5 
Estimation results of the five models in Boston.  

Variable Model 1 Model 2 Model 3 Model 4 Model 5 

Hedonic 
model 

Human 
mobility 

Human 
perception 

Place- 
oriented 
model 

Spatial 
lag 

Intercept 12.932* 12.918* 12.915* 12.896* 4.906* 
Number of 

baths 
0.532* 0.517* 0.526* 0.509* 0.308 

Stories 0.102* 0.091* 0.090* 0.062* 0.001* 
House area 0.000* 0.000* 0.000* 0.000* 0.000* 
Distance to 

universities 
− 0.125* − 0.109* − 0.129* − 0.104* − 0.418* 

Distance to 
natural parks 

− 0.203* − 0.184* − 0.172* − 0.132* − 0.521* 

Distance to 
amusement 
parks 

− 0.024* − 0.029* − 0.002 − 0.003 0.066 

Distance to 
metro 
stations 

− 0.009 − 0.011 − 0.005 − 0.010 − 0.099* 

Number of bus 
stations 
nearby 

− 0.002* − 0.001* − 0.004* − 0.004* − 0.001* 

Human 
mobility PC1 
(absolute 
number of 
visits)  

0.005*  0.011* 0.006* 

Human 
mobility PC2 
(ratio of 
hourly visits 
at night)  

− 0.009*  − 0.015* − 0.006* 

Human 
mobility PC3 
(ratio of 
hourly visits 
at daytime)  

0.017*  0.024* 0.005* 

Human 
perception 
PC1 (positive 
perceptions 
at places)   

0.026* 0.041* 0.017* 

Human 
perception 
PC2 
(unlively)   

− 0.079* − 0.088* − 0.061* 

Spatial lag 
coefficient     

0.592* 

R-squared 0.641* 0.658* 0.676* 0.715* 0.854* 

p values are shown in parentheses. 
* p < 0.05. 

Table 6 
Results of geographically weighted regression-based place-oriented hedonic 
pricing model with Monte Carlo significance test.  

Variables Boston Los Angeles 

p-Value p-Value 

Intercept  0.21  0.00 
Number of baths  0.99  0.99 
Stories  0.98  0.99 
House area  0.36  0.99 
Distance to universities  0.00  0.12 
Distance to natural parks  0.16  0.99 
Distance to amusement parks  0.02  0.00 
Distance to metro stations  0.00  0.00 
Number of bus stations nearby  0.72  0.20 
Human mobility factor 1  0.73  0.99 
Human mobility factor 2  0.99  0.99 
Human mobility factor 3  0.99  0.99 
Human perception factor 1  0.99  0.99 
Human perception factor 2  0.97  0.99 
R-square  0.921*  0.963* 
Bandwidth (km)  0.735  1.43  
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show significant spatial variability, indicating that the impacts of human 
mobility and human perceptions are stable across the space. 

7. Discussions 

7.1. Patterns of place-based variables on housing values 

The results demonstrate that place-related variables contribute to 
explain the variation of house prices significantly. We find that a larger 
number of visits to places, especially at daytime, have a positive effect 
on house prices, whereas more visits at night have a negative effect. The 
discovery might be resulted from the composite effect of multiple fac-
tors. For instance, high hourly daytime visits may reflect prosperous 
economic activities which can stimulate house prices; while high hourly 
night-time visits may link to nightlife districts and potentially increased 
crime rates which could suppress house prices (Gibbons, 2004). In 
addition, positive perceptions such as beautiful, lively, safe and wealthy, 
contribute to the higher house values significantly. Furthermore, the 
GWR model and Monte Carlo tests were employed to explore the spatial 
variation of the variables to house prices. The results explicitly show that 
the human mobility factors and perception factors contribute to house 
price modeling significantly but don't show significant spatial variation, 
which means their contributions to house prices are stable across space. 

7.2. Integrating place-based insights for human settlement 

It is also worth noting that our proposed P-HPM is not simply 
considering new objective neighborhood factors in the conventional 
HPM but we devote to highlighting the understanding of “sense of place” 
and integrating humanistic insights in evaluating the value of human 
settlement. On the one hand, researchers from the field of real estate 
usually treat housing prices as functions of a range of static factors while 
may ignore the human dynamic and perceptual perspectives. On the 
other hand, the concept of place that is central for humanistic geography 
is often missing in existing quantitative studies. The proposed concep-
tual framework makes explorations in bridging the gap by understand-
ing how people move between places and how they perceive the 
“home”. A house is no longer being treated as a physical unit, but a place 
intertwined with human mobility and perception. Results are also 
valuable for urban planners regarding urban infrastructure construction, 
as the relationships between human and environment are well addressed 
and formulated. We believe this study is just a start, as sense of place has 
gone beyond not only human mobility and human perception, but also 
social experience and emotion, place-based cognition, and cultural 
construct (Cantrill & Senecah, 2001; Kyle & Chick, 2007). Also, people's 
subjective sense of place may change and thereby influence their resi-
dential preferences. For instance, as illustrated by Bissell (2021), our 
sense of place is changing as well during the COVID-19 pandemic. 
Existing studies have shown that human mobility and connections 
decrease drastically since the start of the COVID-19 pandemic because of 
social distancing, work from home, etc.(Gao et al., 2020; Huang et al., 
2021). Hence, the pandemic may rewrite our sense of place, mutate our 
preferences of residence, which may serve as one factor in housing price 
decision (Wang, 2021). 

7.3. Implications for urban planning 

For broader and practical applications in urban planning, the place- 
oriented perspective is expected to be integrated into current 
geographical modeling tools. Previous work has built solid foundations 
to achieve this goal (Chen et al., 2020; Lü et al., 2019; Wang et al., 
2018). It also helps bridge the gap between the stated and revealed 
preferences of houses, as stated by Vasanen (2012). Our study provides 
insights in measuring such subjective place-related values with 
advanced AI tools that can deepen the understanding of residential 
preferences on housing choices. Introducing sense of place for urban 

planning is not only limited to local practices, but also for macro-scale 
investigation. Researchers are able to understand human perceptions 
and emotions for better modeling human-environment relationships at 
both global level and neighborhood scale (Hu et al., 2019; Li et al., 2021; 
Pánek et al., 2020). Understanding how people move around the city 
and its contribution to house price modeling is also critical as more fine- 
resolution human mobility datasets are increasingly available and 
openly accessible (Kang, Gao, Liang, et al., 2020a; Yilmazkuday, 2021). 
Though only two cities are selected in this work, projects in other area 
could also integrate these subjective place-oriented aspects for human 
settlement evaluation. Such a place-based paradigm may potentially 
benefit other research agendas beyond human settlement evaluation. 
With the development of quantitative measurements in various aspects 
of place, researchers and practitioners can examine the social, psycho-
logical, and emotive meanings for individuals at places, and better guide 
various applications such as the design of lively and safe neighborhoods, 
sustainable city planning, public transport infrastructures in the post- 
pandemic era (Bissell, 2021). Our studies also suggest that, instead of 
treating housing prices as combinations of a series of static and objective 
factors, it is necessary for planners and policy makers to take subjective 
and dynamic sense of places into account when implementing urban 
policies. 

7.4. Limitations and potential improvements 

Several limitations of this work are expected to be addressed in 
future work. As we collected house information and perceptual mea-
surements from online platforms, data bias is a common concern for 
such crowdsourced information. Some of the housing attributes and 
locational attributes (e.g., number of baths, built year, distance to stores 
and schools) were collected at first, while were removed when con-
ducting the experiments to eliminate the multicollinearity. Though we 
have made efforts in reducing the multicollinearity by materializing 
place-based variables as human mobility and perception factors using 
PCA, variables that are more meaningful and measurable can be used to 
enhance the interpretability of the model. 

Besides, the perception of street-view images may vary person by 
person, i.e., places might be sensed differently because of the diverse 
demographic characteristics of residents. Here, we consider the average 
values computed by machine learning model at each neighborhood (i.e. 
CBG) as collective perceptual measurements. Therefore, more detailed 
data sources, for example, demographics of users (such as education, 
income), as well as more case studies in different countries are expected 
to help test the personalized sense of place in the proposed model. 

Finally, as pointed by existing literature (Lee et al., 2016; Lieske 
et al., 2021), the results of hedonic models might be biased by the spatial 
scale and configuration, which is known as the modifiable areal unit 
problem (MAUP). Conducting empirical studies at fine scales (such as 
property level, neighborhood level) may capture more details influ-
encing house prices, while might face more spatial variations. In com-
parison, coarser-level (such as zip code regions, counties) experiments 
may reflect general patterns of house price changes while lack of suffi-
cient variations. Careful examination of the MAUP for the relationships 
between place-based variables and house prices at multiple scales and 
with different zones may deepen our understanding of the robustness of 
findings in future work. 

8. Conclusions 

In this research, we propose a place-based human settlement eval-
uation framework by incorporating two place-oriented components: 
human dynamics and human perceptions of places. Such a conceptual 
framework is derived from the humanistic thinking and highlights the 
role of the “people-centered” principle. Accordingly, a place-oriented 
hedonic pricing model (P-HPM) is developed which extends the tradi-
tional hedonic pricing model (HPM) from a place-centered perspective. 
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With the support of house instance-level datasets and machine learning 
approaches, a series of experiments are conducted in Boston and Los 
Angeles to demonstrate the effectiveness of the proposed model. We 
formulate the P-HPM by incorporating human movement pat-
terns—computed from hourly visits of places based on millions of peo-
ple's trajectories, and human perceptions of physical environments, 
which includes six dimensions of human perceptions of place extracted 
from large-scale street-view images using deep learning techniques. 

Overall, this research demonstrates that by depicting how people 
move and their perceptions of place, we can better understand the 
physical and socioeconomic environments of a place. The proposed P- 
HPM involving human dynamics and human perceptions of places can 
effectively support the study of human settlement appraisal. In addition, 
the P-HPM shows its great potential for the infusion of place-based 
variables and humanistic perspectives in society for various fields such 
as real estate marketing, urban planning and management. 
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